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Abstract 

In the practice of information security, it is increasingly observed that the weakest 

link in the security chain is the human operator.  A reason often cited for this observation 

is that the human operator is simpler and cheaper to manipulate than the complex 

technological protections of today’s digital information systems.   

Current events where the human factor was targeted to undermine military 

information protection systems include the 2008 breach of USCENTCOM computer 

systems with a USB device, the 2010 Stuxnet software worm launched against Iranian 

nuclear facilities, and the 2010 compromise of classified documents published to the 

WikiLeaks website.  These infamous anecdotes highlight the need for more robust 

human-centric information security methods to mitigate the risks of social engineering; 

the practice of using deceptive psychological methods to influence the human user.   

In addressing this need, this research effort analyzes the psychological 

foundations of social engineering that enable its success.  After these enablers have been 

identified, a qualitative analysis is used to formally demonstrate a link between those 

psychological foundations and a body of research on persuasion. Once this connection is 

established, several psychological theories on building resistance to persuasive attempts 

are presented as novel approaches to defending individuals from the threat of social 

engineering.  Specifically, the application of inoculation, forewarning, metacognition, 

and dispelling the illusion of invulnerability are discussed.  
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Patching the Wetware: Addressing the Human Factor in Information Security 

 

 

 

I.  INTRODUCTION 

―In 2008, the U.S. Department of Defense suffered a significant 

compromise of its classified military computer networks.  It began when 

an infected flash drive was inserted into a U.S. military laptop at a base in 

the Middle East.  The flash drive’s malicious computer code, placed there 

by a foreign intelligence agency, uploaded itself onto a network run by the 

U.S. Central Command.  That code spread undetected on both classified 

and unclassified systems, establishing what amounted to a digital 

beachhead, from which data could be transferred to servers under foreign 

control…This previously classified incident was the most significant 

breach of U.S. military computers ever, and it served as an important 

wake-up call‖  

–William J. Lynn III, U.S. Deputy Secretary of Defense (2010) 

 

1.1 Background 

Within the purview of information security it is becoming increasingly evident 

that the weakest link in the security chain is the human user.  The reason for this is that 

the human factor has become simpler and cheaper to manipulate than penetrating the 

complex technological protections of digital information systems.  There have been 

several current events that exhibit how human operators undermined technological 

information protection systems of both the United States and foreign militaries.  Some of 
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the most infamous examples include the 2008 breach of USCENTCOM computer 

systems exposing sensitive data to foreign intelligence, the 2010 Stuxnet software worm 

launched against Iranian nuclear Supervisory Control and Data Acquisition (SCADA) 

systems, and the 2010 publication of classified government documents to the WikiLeaks 

website (Lynn, 2010; Markoff, 2011; Savage, 2010).   

In the first of these scenarios, a common social engineering technique known as 

“baiting” or planting a “road apple” was used to get malicious code onto protected 

computer systems where the adversary did not have physical access to the targeted 

systems.  In this attack, the road apple consisted of a USB flash drive containing malware 

planted where someone with physical access to the CENTCOM network would find it 

(Lynn, 2010).  The engineer of this attack relied upon known attributes of human 

behavior and intentionally manipulated those attributes in order to subvert the 

information security protection mechanisms in place that otherwise prevented access. 

In the case of the 2010 Stuxnet worm that infected Iranian nuclear SCADA 

systems, investigators have implicated two attack vectors used to infiltrate these systems, 

both of which relied on the human element to circumvent technological barriers.  To this 

end, The New York Times stated that “Symantec researchers determined that 12,000 

infections could be traced back to just five initial infection points” and that “the first step 

in the infections was either an infected e-mail sent to an intended victim or a hand-held 

USB device that carried the attack code” (Markoff, 2011).   

Similarly, WikiLeaks leader Julian Assange relied upon, and is alleged to have 

manipulated the human operator to gain access to protected information he was otherwise 

restricted from.  Highlighting this point, an article published in The New York Times 
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states that “Justice Department officials are trying to find out whether Mr. Assange 

encouraged or even helped the Army intelligence analyst, Private First Class Bradley 

Manning, to extract classified military and State Department files from a government 

computer system” (Savage, 2010).  The article goes on to say that “Private Manning is 

said to claim that he had been directly communicating with Mr. Assange using an 

encrypted Internet conferencing service as the soldier was downloading government 

files” (Savage, 2010).   

As evidenced by these now infamous anecdotes, securing the “wetware” or 

human element of an enterprise information system rivals the importance of securing the 

hardware or software in terms of potential consequence, and may require even more 

dynamic solution sets.   

   

1.2 Issue: The Increasing Threat of Social Engineering 

Social engineering as it is understood in the domain of information security is the 

practice of using deceptive social and psychological methods on the human element in 

order to obtain protected information, obtain access, or influence behavior toward those 

objectives (Mitnick, 2003; Pipkin, 2000; Thornburgh, 2005).  It is a very low cost of 

entry, high payoff means of gaining access to information usually guarded by expensive, 

complex technological protections.  Within the context of our rapidly developing cyber-

infrastructure, social engineering presents an asymmetric attack methodology that 

threatens information security; the practice of protecting information systems and 

providing information integrity, confidentiality, and availability (Pipkin, 2000).   
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Because social engineering is an attack vector with such a low cost of entry, many 

indicators show that the occurrences of its employment are increasing in step with the 

development of the cyber landscape.  To this end, Deputy Secretary of Defense William 

J. Lynn stated that “Over the past ten years, the frequency and sophistication of intrusions 

into U.S. military networks have increased exponentially.  Every day, U.S. military and 

civilian networks are probed thousands of times and scanned millions of times” (Lynn, 

2010).   

As the cyber infrastructure has continued to grow and evolve, so have the 

development of hardware and software security mechanisms, seemingly at the expense of 

ignoring the human decision maker in the loop.  A 2008 Microsoft Security Intelligence 

Report states that “improvements in software development practices and the increased 

availability and awareness of automatic software update mechanisms have greatly limited 

the kinds of technical exploit opportunities that are available to attackers.  Instead, most 

attackers today rely heavily on social engineering techniques to mislead victims into 

unwittingly or even knowingly giving them information and access that would be much 

harder to take by force” (pg 15).  To achieve the objective of creating a resilient 

enterprise information state within our military and private industry alike, more robust 

considerations must be made for mitigation strategies to user-based threats. 

 

1.3  Implications: The Need for Human-Centric Information Security 

  Widely recognized information security expert and noted author Donald Pipkin 

puts forth that “we are standing on the precipice of a new world economy based on 

information” and that “the top of the Fortune 500 list is full of corporations who do not 
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build with sweat and steel, but instead have made their fortunes by the application of 

information” (2000, p. 1).  In addition, he states that “Information security is more than 

computer data security.  It is the process of protecting the intellectual property of an 

organization.  This intellectual property is paramount to the organization’s survival” 

(2000, p. xix).   

These ideas put forth by Pipkin are no more evident than in the case of military 

organizations such as the U.S. Air Force which relies on information superiority to 

successfully complete its mission.  Air Force Doctrine Document 2-5 Information 

Operations, states that “Information superiority is a degree of dominance in the 

information domain which allows friendly forces the ability to collect, control, exploit, 

and defend information without effective opposition.  Information superiority is a critical 

part of air and space superiority, which gives the commander freedom from attack, 

freedom to maneuver, and freedom to attack” (2005, p. 1). 

With this global shift towards an information-based economy, it has been argued 

by many that an enterprise’s most valuable asset, aside from its people, is its information.  

Logically following, organizations should develop protection strategies commensurate 

with the value of that information.  It is the author’s belief that both the greatest threat to 

information security and its greatest asset is the human factor, and as such merits the 

resources and consideration needed to develop vigorous human-centric information 

security methods.  To develop these types of robust mitigations to social engineering 

threats, we must first develop an understanding about the underlying psychological 

aspects of social engineering tactics that enable their success. 
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1.4 Purpose Statement 

This research effort is a practical investigation into the emerging threat of social 

engineering within our evolving cyber infrastructure and the subsequent consequences 

that threat has on information security.  This project analyzes the psychological 

foundations of social engineering in an attempt to bring about a novel approach to 

defending individuals and organizations from this threat.  Specifically, this research was 

defined by the research question “How can the Air Force protect its personnel from the 

increasing information security threat of social engineering such as in the case of the 

2008 CENTCOM breach?”  In the process of trying to answer this initial research 

question, several other investigative questions arose and together became the guiding 

framework for this effort.   

 The primary purpose of this research then is to formally demonstrate a link 

between those psychological foundations that enable the success of social engineering 

techniques and a body of research pertaining to persuasion.  If this relationship can in fact 

be formalized, a secondary purpose for this research will be to discuss how some specific 

theories developed by social psychologists on the resistance to persuasion could be 

applied to combat the social engineering threat.  In addition to answering these research 

objectives, it is the author’s intent to use this investigation as an emergent theory building 

exercise for producing testable hypotheses for follow-on experimental studies. 

 

1.5 Scope and Generalizability 

The overarching objective of this effort was to develop a novel research 

perspective for a practical problem experienced by our Air Force by integrating two 
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fields of study from which the author has received educational training, behavioral 

science and cyber warfare.  In the process of developing the ideas for this research, the 

author relied heavily on this training and his experience as a research psychologist.  The 

scope and biases of this work are therefore commensurate with those areas of study.  

It is important to note here that the current research has an intended application 

primarily for Air Force personnel.  While recognizing this fact, it became obvious 

through the course of conducting an extensive literature review that the information 

security threats addressed in this project do not constitute problems that are unique to the 

Air Force or even the military community in general.  Logically following, the findings 

and propositions in this research could be carefully inferred to other enterprises that rely 

on information as a central component to their business strategy. 

 

1.6 Organization 

This research project was accomplished in several distinct phases that build upon 

one another and are laid out over the five following chapters of this report.  The initial 

effort is documented in Chapter II and presents a detailed literature review on social 

engineering.  This review is based upon knowledge mined from the information security 

literature as well as a review of associated constructs detailed in the social psychology 

literature.  This review aims to provide a foundational understanding of social 

engineering techniques and the psychological underpinnings of those tactics.  This review 

is then used as the underlying input to a qualitative analysis performed during the 

research process. 
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 Chapter III sets the stage for conducting an analysis of the concepts captured in 

the literature review by presenting the methodology to be used.  Specifically, this chapter 

presents the general inductive approach as a validated method to make qualitative 

analyses about concepts such as those found in this research. 

 Logically following, Chapter IV ties the previous two chapters together by 

detailing the qualitative analysis performed on two frameworks that were identified 

during the first phase of the research.  The objective of this chapter is to formally 

establish a relationship between the psychological operators of social engineering and a 

body of research on persuasion.  If a relationship can be properly demonstrated, it is the 

author’s thesis that the theories provided by social psychology on resisting persuasion can 

be theoretically generalized to the phenomenon of social engineering. 

 After a formal relationship between social engineering and persuasion is 

demonstrated, Chapter V then provides four prominent theories on the resistance of 

persuasion as novel applications for defending against social engineering.  The theories 

of inoculation, forewarning, metacognition, and dispelling the illusion of invulnerability 

are discussed. 

  This document concludes with Chapter VI which remarks on the implications this 

research may have on the Air Force and other information security practitioners, the 

limitations of this research, and areas for future study. 
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II. LITERATURE REVIEW 

―All of the firewalls and encryption in the world will never stop a gifted 

social engineer from rifling a corporate database or an irate employee 

form crashing a system.  If an attacker wants to break into a system, the 

most effective approach is to try to exploit the weakest link—not operating 

systems, firewalls or encryption algorithms—but people‖  

–Kevin Mitnick (Thomas, 2008) 

 

 

This chapter summarizes the literature that was reviewed in developing a starting 

point for answering the guiding research question.  In order to achieve the goal of 

providing better protection to Air Force personnel from the types of information security 

breaches mentioned earlier, one must develop a comprehensive understanding of the 

common attack vectors and the derivation of those types of events.  To accomplish these 

two tasks, an assessment was first conducted of the information security literature to help 

define the problem space and was followed by an examination of a few psychological 

constructs that may garner insight into the root causes of successful social engineering 

attempts.   

 

2.1 Social Engineering Defined 

The term “social engineering” as it is applied to information systems and 

computer hacking was popularized by Kevin Mitnick, the most wanted computer criminal 

in United States history at the time of his arrest in 1995 (Department of Justice, 1999).  
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Within this information systems application, social engineering can be broadly defined as 

the practice of using deceptive social and psychological methods on the human element 

in order to obtain protected information, obtain access, or influence behavior toward 

those objectives (Mitnick, 2003; Pipkin, 2000; Thornburgh, 2005).  

In its basic form, social engineering is a suite of methods used to fool decision 

makers and is really nothing more than an updated form of frauds, confidence tricks, and 

other deceptions used by con-artists throughout history.  Although the ideas behind social 

engineering in these forms have been documented for millennia, the onset of the cyber 

domain has allowed for the growth and complexity of the techniques to expand.  It is for 

this reason that social engineering in its current state is an increasing threat to information 

security for organizations worldwide.  To build a robust understanding of social 

engineering, a review of its most common process and techniques is essential. 

 

2.2 The Social Engineering Cycle 

To fully comprehend social engineering is to know it as a process, not as a single 

event.  Malcolm Allen states that “each social engineering attack is unique, with the 

possibility that it might involve multiple phases and may even incorporate the use of 

other more traditional attack techniques to achieve the desired end result” (2007, pg 5).  

He goes on to say that any criminal act has a common pattern and such a pattern is 

evident with social engineering (pg 5).  With the purpose of describing this pattern, Kevin 

Mitnick created the social engineering cycle which identifies 4 distinct phases: research, 

developing rapport and trust, exploiting trust, and utilizing information (2003), (Figure 

2.1).   



11 
 

 

Figure 2.1 The Social Engineering Cycle (Allen, 2007) 

 

In phase 1 of the social engineering cycle, various techniques are employed to 

gather information for the purpose of establishing credibility with a targeted individual or 

organization.  Information often targeted includes organizational charts, personally 

identifiable information, open source information, etc.  This information is gained 

through the use of both low-technology techniques such as simply making a request or 

dumpster diving and their high-technology analogs, web searches and hacking. 

Developing rapport and trust, the second phase in the cycle occurs when the social 

engineer uses the insider information gained during the first phase to begin developing 

relationships with targeted individuals.  To aid in the relationship building process, the 

engineer may use a variety of techniques such as name dropping, presenting false 

identities, or acting as, or on behalf of an authority. 
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In the third phase of the cycle, exploiting trust, the social engineer exploits the 

relationship to encourage the target to divulge information or perform actions that would 

not be granted without such an established relationship.  Targeted information here 

includes such things as passwords, and includes unauthorized actions such as creating 

higher privileged accounts or granting access.  If the information obtained in the third 

phase is only a piece needed to reach the final objective, the social engineer returns to an 

earlier phase to gain other needed information or actions. In this way, “a single cycle may 

produce only one piece of information that is then added to the research for the next 

cycle” (Thornburgh, 2005, p. 134).   

The last phase of the cycle is utilizing information.  This is the final execution of 

the attack using all that has been gained to compromise the information that was initially 

desired.  It is important to note that during any one social engineering attempt, several 

different techniques may be used in conjunction and build upon one another.  In addition, 

the targets are purposely randomized and changed often as not to raise suspicion.  To this 

end, Pipkin writes “much social engineering will go unnoticed, since a hacker will ask 

one individual only a few specific questions and then move on.  These Attacks will 

include numerous, inconsequential inquiries that add up to a great wealth of information” 

(2000, p. 216). 

To simplify understanding, the individual techniques that are commonly applied 

in the social engineering cycle can be classified into two sub categories: human-mediated 

and technology-mediated.  Human-mediated social engineering pertains to human-to-

human interactions, where technology-mediated interactions pertain to those instances of 

social engineering where an electronic interface is used as an intermediary.   
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2.3 Human-mediated Social Engineering Techniques 

Some of the most common human-mediated social engineering techniques that 

threaten information security of enterprises such as the Air Force include: pretexting, 

quid pro quo, and support staff.  Pretexting is the use of an invented scenario to aid in the 

persuasion of a target to release information or perform unauthorized actions.  This 

technique often involves prior research of the target to gather pieces of information that 

help establish legitimacy in the mind of the target.  Pretexts often reported include the 

impersonation of other personnel in an organization in need of details, police officers or 

investigators “validating” information, or posing as authority figures such as company 

heads in a time critical situation asking for a password reset. 

Quid pro quo is Latin for “this for that” and refers to a situation where 

information is given in exchange for a service.  Common to this scenario, a social 

engineer calls targeted persons in an organization stating that they are a member of 

technical support trying to resolve some network problem.  Once a target has been 

established, the engineer guides the victim through commands that give restricted access 

or an ability to launch malware.   

A recent audit of IRS personnel conducted during a penetration testing exercise 

demonstrates the surprisingly high rate of success quid pro quo techniques can achieve.  

In a report for the Department of the Treasury, the Deputy Inspector states that “we made 

102 telephone calls to IRS employees…and posed as computer support helpdesk 

representatives.  Under this scenario, we asked for each employee’s assistance to correct 

a computer problem and requested that the employee provide his or her username and 
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temporarily change his or her password to one we suggested.  We were able to convince 

61 of the 102 employees to comply with our requests” (2007, pg 2).  The report goes on 

to state that only 8 of the 102 employees contacted security to validate that this was an 

official activity. 

In the support staff scenario, a social engineer impersonates a member of some 

type of facility support staff such as the cleaning crew.  In this role, a social engineer can 

physically access facility areas in an attempt to eavesdrop, shoulder surf, establish 

relationships, or remove pieces of information such as ID cards, confidential files, or 

other sensitive information from the trash.    Gaining protected information from 

organizations by assembling seemingly disparate pieces of trash is known as dumpster 

diving.  This practice is often used to gain organizational context and is used in the 

research phase for developing pretexts such as using discarded letterhead to recreate 

official looking correspondence.  In addition to these activities, the support staff scenario 

has been used to place calls from the desks of company heads using an authoritative 

voice to encourage persuasiveness. 

 

2.4 Technology-mediated Social Engineering Techniques 

Just as is the case with human-mediated forms of social engineering, it is 

important to recognize and understand the common information security threats that have 

arisen in the digital era including: phishing, vishing, Trojan horses, and spam.  

Technology-mediated social engineering “utilizes the similarity between reality and 

digital communication to exploit cognitive biases in human decision-making.  These  

biases prey on a human’s proclivity to accept rewards, romance, charity, or other feelings 
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of sensitivity and emotion…since real issues and digital issues often coincide, humans 

are easily enticed into believing that what is false is real, and vice versa” (Thomas, 2008, 

p. 4).   

Phishing is the use of digital communications, most often emails that appear to 

have come from a legitimate source such as a bank or credit card company requesting 

verification of sensitive information.  These verification requests are usually done under 

the guise of circumventing some serious consequence.  The term gets its name from a 

combination of the act of “fishing” for information, and a nod to the origins of computer 

hacking or “phreaking”.  These communications usually contain a link to a fraudulent 

web page with legitimate company logos or content, and requests information such as 

usernames, passwords, account numbers, pins, etc. as depicted in Figure 2.2. 

 

 

Figure 2.2 Ebay Phishing Scam (Ebay, 2011) 
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A highly targeted form of phishing in which the communication is only sent to a 

specific subset of victims such as within a company, government agency, or organization 

is known as spear phishing.  This threat is especially common to military personnel who 

are often targeted for their level of security privilege and access to classified information. 

Vishing is a combination of the terms voice and phishing wherein Voice over 

Internet Protocol (VoIP) technology is used to exploit trust in traditional landline 

telephone services that use Interactive Voice Response (IVR) systems.  A victim or caller 

is directed to a rogue IVR system disguised as a real bank or credit card company IVR 

and is then prompted to verify information by entering account numbers, passwords, or 

PIN’s.  In some instances, victims have been transferred to the social engineer posing as a 

customer service agent in an attempt to reveal even more information through 

questioning. 

The Trojan horse technique was so named after the Trojan War tale from Homer’s 

Iliad, where gift giving was used by the Greeks to usher an attack on the Trojans.  In the 

tale, a wooden horse was presented as a peace offering, but was actually a deception as it 

contained Greek soldiers and was used as gain them access inside the walls of Troy.  As 

is the case in the story, computer-based Trojan horses come in the form of seemingly 

legitimate and desirable “gifts” such as software programs or a free download, but instead 

facilitate unauthorized access of the victim’s computer system.  After the Trojan horse 

malware has been installed on a victim’s machine, the issuer may gain remote access to 

steal data or use the machine as part of a botnet for other nefarious purposes such as 

distributed denials of service.  
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 A physical variation of the Trojan horse technique coined “baiting” or “road 

apples” occurs when a social engineer places a physical media device such as a USB 

thumb drive or CD infected with malware in a place where it will be found and relies on a 

victim’s curiosity or goodwill to insert it into a computer system to gain access.  This is 

the technique that was employed in the 2008 breach of CENTCOM networks, and 

suspected in the Stuxnet case mentioned earlier. 

Spam refers to the broad use of electronic messaging systems such as email, 

instant messaging, mobile phone text messaging, and others to send unwanted messages 

with commercial content or malware to bulk address lists.  The communications often 

prey on the human proclivity to accept friendships, gifts, prizes, pictures, or entertaining 

information along with the anonymity of the internet to entice users to download 

malicious code.  It is important to note that although many of the human-mediated and 

technology mediated social engineering examples are discussed here, these techniques 

may take on numerous different forms and are purposely crafted to be unrecognizable as 

to what they actually are. 

 

2.5 Tools of the Trade: The Social Engineering Toolkit 

 To demonstrate how the advent of the digital era has expanded the forms and 

complexity of social engineering techniques, one needs not look farther than the Social 

Engineering Toolkit (SET), (Figure 2.3).  Developed by David Kennedy (aka ReL1K) for 

the penetration testing community social-engineer.org, SET is an application that 

combines several computer based social engineering tools in one package.  Note the 

banner in Figure 2.3 stating “Welcome to the Social-Engineer Toolkit (SET), Your one 
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stop shop for all of your social-engineering needs”.   

   

 

Figure 2.3 The Social Engineering Toolkit (SET, 2011) 

 

 The SET was specifically designed to perform sophisticated attacks against the 

human factor, and has quickly become a standard tool in penetration testing.  Note that 

the attack vectors include many of those discussed in this report, and are about as easy to 

employ as making a selection from a menu.  Other options available not depicted in 

Figure 2.3 include vectors such as Java Applet attacks, a web jacking attack, and an 

infectious media generator.  Social engineering as a low-cost asymmetric attack 

methodology is no more evident than in the case of the SET. 

 Although it is the case that these information security attack vectors continue to 

rapidly grow and evolve along with the technological solution sets commonly used to 
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defend against them, the attributes that enable their success lie in human nature which 

remains relatively unchanged.  Now that the more observable groundwork of identifying 

the process, common techniques, and tools of modern social engineering that threaten 

information security has been completed, the next step in answering the guiding research 

question is to develop a root-cause understanding about the psychological enablers of 

social engineering methods. 

 

2.6 Routes of Persuasion 

For any situation where a person intends to persuade another to do something, 

social psychology has identified two alternative routes that the persuader can employ, a 

central route and a peripheral route (Rush, 1999).  “A central route to persuasion 

marshals systemic and logical arguments to stimulate a favorable response, prompting the 

listener or reader to think deeply and reach agreement.  A peripheral route to persuasion, 

in contrast, relies on peripheral cues and mental shortcuts to bypass logical argument and 

seek to trigger acceptance without thinking deeply about the matter” (Rush, 1999, pg 3).  

Overwhelmingly, the peripheral route is the means by which social engineers try to 

persuade their targets and is the focus of this research. 

A psychological exploitation commonly used by social engineers to make 

potential victims more susceptible to peripheral routes of persuasion is to elicit strong 

emotional responses such as excitement or fear.  “Surges of strong emotion, like other 

forms of distraction, serve to interfere with a victim’s capacity for logical thinking.  This 

aids a social engineer in making false representations that exploit a peripheral route to 

persuasion” (Rush, 1999).  A recent Microsoft Security Intelligence Report  expands on 
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this idea and states that human emotions social engineers often prey on are: fear of loss or 

damage, desire for entertainment, acquisition or happiness, and trust in their work 

environment, institutions, friends and associates as shown in Figure 2.4 (2008, pp. 15-

18). 

 

 

Figure 2.4 Common Targets of Social Engineering (Microsoft, 2008) 

 

 Key features to note in this depiction are the techniques such as those previously 

discussed (e.g., phishing, spam, Trojans), as well as other attacks associated with the 

fundamental human drives, emotions, and feelings which help to trigger the peripheral 

route to persuasion.  Once this peripheral route of persuasion has been identified, one 
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wonders what it is specific to the human condition that allows for this vulnerability.  

Some psychologists theorize that humans have evolved with some of the same fixed-

action patterns as our counterparts in the animal kingdom who display certain 

predetermined behaviors such as courting rituals. 

 

2.7 Human Nature: Heuristic Thinking and Cognitive Biases 

Traits inherent to human information processing include the phenomena of 

heuristics and cognitive biases, and lie at the heart of peripheral persuasion.  Heuristics 

are nothing more than cognitive shortcuts and strategies based upon past experiences 

used by humans to establish quick solution sets to problems.  Universal forms of 

heuristics in decision-making include: intuition, rules of thumb, educated guesses, and 

common sense.  Although very efficient for day-to-day information processing, reliance 

on heuristics can cause gross errors in reasoning when applied improperly.   When these 

cases arise and a heuristic is applied incorrectly in a systematic manner, it becomes a 

cognitive bias. 

Naturally following then, cognitive biases are tendencies in reasoning which 

cause systematic errors in judgment.  These bugs in the human hardware are frequent 

targets for social engineering tactics and include biases such as: the confirmation bias, a 

tendency to interpret information consistent with one’s preconceptions; the exposure bias, 

in which people tend to like others (and other things) according to their familiarity; and 

the anchoring bias, in which a single trait or piece of information (like style of dress) is 

relied upon to make inferences about other qualities. “In fact, automatic, stereotyped 

behavior is prevalent in much of human action, because in many cases it is the most 
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efficient form of behaving, and in other cases it is simply necessary.  You and I exist in 

an extraordinarily complicated stimulus environment; easily the most rapidly moving and 

complex that has ever existed on this planet.  To deal with it, we need shortcuts” 

(Cialdini, 2006, pg 7).   

These psychological principles demonstrate that influence through the distraction 

from systematic thinking is at the core of social engineering and is the fundamental skill 

engineers have for influencing targets.  Heuristics and cognitive biases as routes to 

influence will persist regardless of technological development because they are traits 

inherent to the human condition.  Further complicating this issue, Cialdini states “the 

evidence suggests that the ever-accelerating pace and informational crush of modern life 

will make this particular form of unthinking compliance more and more prevalent in the 

future.  It will be increasingly important for the society, therefore, to understand the how 

and why of automatic influence” (2006, xiv).  It is only through a thorough understanding 

of psychological principles and human traits such as these that will enable the 

development of effective mitigations to social engineering, not through technological 

advancements.   

 

2.8   Psychological Foundations 

 While examining the underpinnings of social engineering through the lens of 

psychology, several seminal studies that exhibit pertinence to the techniques arise.  Of 

particular interest is a long history of literature on compliance and obedience initiated by 

the work of Stanley Milgram, as well as several studies on authority and authority figures 

highlighted by Leonard Bickman. 
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In reaction to the atrocious behaviors displayed by Nazi concentration camp 

guards during WWII that seemingly conflicted with their personal conscience, Yale 

University psychologist Stanley Milgram set up a series of experiments to investigate the 

phenomenon of obedience.   These experiments first conducted in the early 1960’s and 

subsequently replicated many times, measured the willingness of participants to obey 

orders, even when those orders countered the belief systems held by participants 

(Milgram, 1973).  These studies are especially insightful to the psychological enablers of 

social engineering in which people are seemingly encouraged against their will and 

established belief systems to divulge information or act inappropriately.  This is 

especially evident in a hierarchically organized authority structure such as the military. 

The first of the Milgram experiments was set up with a “teacher” (the Subject, or 

participant), a “learner” (the Actor, part of the investigative team), and an 

“Experimenter” (also part of the investigative team) (S, A, & E respectively in Figure 

2.5).  The participant was told that the experiment was investigating how punishment 

affects learning and memory, with electric shocks being used as a punishment.  After 

observing the “learner” being hooked up to an electric shock generator and moving to an 

adjacent room (within earshot), the participant was then given a list of word pairs to read 

to the learner.  The participant was then instructed to deliver electric shocks of 30 

successively increasing voltages for incorrect or no answers given by the learner in 

response to the word pairs.  Although electric shocks were not actually being delivered, 

the participant believed this to be true with the learner acting accordingly by screaming, 

pounding on the wall, pleas for stopping, and finally silence (Milgram, 1973). 
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Figure 2.5 Milgram Experiment (Milgram, 2011) 

 

After a few shocks were delivered, most participants questioned the experiment, 

showed signs of stress, and expressed a desire to stop.  When this desire was verbally 

expressed, the “experimenter” (an authoritative scientist, dressed in a laboratory coat) 

responded with four successive responses that included: “please continue”, “the 

experiment requires that you continue”, “it is absolutely essential that you continue”, and 

lastly “you have no other choice, you must go on”.  The experiment was concluded when 

either the participant expressed a desire to stop after all four commands were given or 

when the maximum punishment of 450 volts was delivered three successive times 

(Milgram, 1973). 

The published results of the study indicated that 65% of participants delivered all 

30 shocks ending with the maximum 450 volt shock in which the learner was silent (and 
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presumed unconscious or dead).  “The results surprised everyone associated with the 

project, Milgram included.  In fact, before the study began, a group of 39 psychiatrists 

predicted that only about one person in a thousand would be willing to continue to the 

end.  No one, then, was prepared for the behavior patterns that the experiment actually 

produced” (Cialdini, 2006, pg 211).  These experiments on obedience shed some light as 

to why the techniques of social engineering which would seem to require a lack of will or 

exaggerated gullibility on the part of its victims enjoy such a high rate of success.  

In another study, “The social power of a uniform” published by psychologist 

Leonard Bickman, a research assistant in either plain clothes, or a police-style uniform 

commanded random pedestrians on a city street to either pick up a paper bag, give bus 

fare to another person, or step back from a bus stop.  In the plain clothes condition, 

researchers found that only 42% of citizens complied with the research assistant versus a 

92% rate of compliance in the police uniform condition (Bickman, 1974).   

These studies highlight areas of experimental psychology that have demonstrated 

the powerful social significance commitment, authority figures and appearance have, and 

how they may be used to manipulate others.  Individuals seek clues about others from 

their appearance such as dress to make mental shortcuts in identifying occupation, 

authority, legitimacy, group membership, status, etc.  This is especially evident within 

military organizations that condition their personnel to obey orders based on authoritative 

rank.   It is exactly these shortcuts that social engineers leverage to exploit their targets. 
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2.9 Two Frameworks: Mitnick & Cialdini 

 In the process of reviewing the literature from the information security and 

psychology arenas, two prominent frameworks for understanding the psychological 

enablers of social engineering emerged beyond what has been covered here.  One of these 

frameworks comes from the convicted social engineer turned security consultant Kevin 

Mitnick himself.   Although lacking formal scientific or academic training, Mitnick’s 

experiences and status as a subject matter expert make him uniquely qualified to make 

invaluable observations of these phenomena.   

In contrast, the other useful framework that emerged comes from best-selling 

author and noted social psychologist Dr. Robert Cialdini.  Dr. Cialdini is a formally 

educated PhD working as a professor of psychology and marketing at Arizona State 

University.  While these two individuals come from very different backgrounds, they 

have each created constructs for understanding human nature that the author believes to 

be very closely related and could provide an avenue for novel information security 

research.  To initially call attention to this linkage which is detailed in Chapter IV, 

Mitnick describes social engineering as “the art of influence and persuasion” (2003), 

where Cialdini describes his framework on persuasion as “the science of influence” 

(2006).   

This chapter provided the foundation upon which the rest of this research rests.  

The constructs introduced here will be revisited and made more pertinent to the thesis 

with a qualitative analysis in chapter IV.  To reach that step, the next chapter outlines the 

methodology employed to make that analysis.
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III. RESEARCH METHOD 

―It may be that we are puppets-puppets controlled by the strings of 

society.  But at least we are puppets with perception, with awareness. And 

perhaps our awareness is the first step to our liberation.‖ 

–Stanley Milgram 

   

The purpose of this chapter is to document the methodology employed during the 

course of this research.   It describes the evolution of ideas throughout the research 

process, introduces the methods that were employed, and provides the justifications for 

why these methods were chosen.  In particular, the research process for this work 

consisted of four distinct phases.  It began with a survey of literature from the 

information security field, followed with literature review of social psychology, a 

qualitative analysis performed on two of the seminal works from these domains, and an 

exploratory analysis of established theories on the resistance of persuasion applied to the 

threat of social engineering. 

 

3.1 Research Questions  

 The initial inspiration behind this research was the simple question “How can the 

Air Force protect its personnel from the increasing information security threat of social 

engineering attempts such as in the case of the 2008 CENTCOM breach?”  From this 

initial research question, several other investigative questions were developed and 

together became the guiding framework for this effort.  These investigative questions 
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include: “Is there a relationship between the deceptive techniques of social engineering as 

described in the information security community and the body of research on persuasion 

found in the social psychology community?  If a relationship exists, “What is the nature 

of the relationship?”  Also, “Can this relationship be formally demonstrated?”  If so, 

“Does the body of research on persuasion provide any insight on how people can be 

protected from techniques of social engineering?”  And lastly, “What are some testable 

hypotheses that can be formulated base upon the establishment of this relationship?” 

 

3.2 Approach 

 To begin to formulate an answer to the aforementioned primary research question 

and investigative questions, a thorough understanding of social engineering tactics and 

their underlying enabling features would need to be established.  To build this 

understanding of social engineering, the first step was to perform a review of the relevant 

literature.   

Because of the novelty of the social engineering phenomenon, one quickly finds 

that there is not a great deal of formalized scientific research available for review on the 

problem.  This finding had two distinct consequences on the course of this research.  The 

first was that due to the lack of empirical research on social engineering, the importance 

of anecdotal accounts from subject matter experts and from the information security trade 

literature became paramount.  Second, broadening the scope of search to explore possible 

interrelated domains proved to be indispensable for developing a complete understanding 

of the issues at play.  Due to the author’s formal training and familiarity, an exploration 
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of the social psychology literature for theories that were potentially applicable to the 

issue of social engineering followed. 

 During an extensive review of these two domains, several themes began to 

emerge.  The first was that the underpinnings of social engineering techniques may be 

able to be captured into a relatively small set of core concepts.  The second was that a 

relationship between these core concepts and a model universally accepted among social 

psychologists for understanding the phenomenon of persuasion may exist.  Lastly, the 

survey of social psychology research turned up several established theories for building 

resistance to persuasion.  After these themes emerged, the next logical step would be to 

formalize this relationship so that these theories on the resistance to persuasion could be 

examined for their application to the social engineering problem. 

 

3.3 Qualitative Analysis 

To move beyond this informal observation toward establishing a formal link 

between the core components of social engineering and established concepts of human 

persuasion, a validated methodology was needed.  Because of the time and resource 

constraints particular to this effort, an inductive framework that supports theory building 

for other more resource intensive analyses would be optimal.   Thus, a qualitative 

analysis of the information captured in the literature review became the general strategy 

for establishing this link.  This also helped to scope the outcome objectives of the current 

effort to the creation of hypotheses for other more resource intensive analyses such as 

quantitative laboratory experimentation.   
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3.4 The General Inductive Approach 

The qualitative analysis as a validated research method to conduct investigations 

of concepts such as those found in this research is well documented.  “Many of these are 

associated with specific approaches or traditions, such as grounded theory, 

phenomenology, discourse analysis, and narrative analysis.  However, some analytic 

approaches are generic and are not labeled within one of the specific traditions of 

qualitative research” (Thomas, 2006, pg 237).  As the objectives of this research effort 

did not necessarily lend themselves to one of the more traditional qualitative analysis 

approaches, a general inductive approach was adopted (Figure 3.1).   

    

 

Figure 3.1 Traditional Qualitative Analysis Approaches (Thomas, 2006) 

 

Of note in Figure 3.1, the general inductive approach aided this effort in 

identifying core meanings of social engineering behavior and of the themes most relevant 

to the research objective of discovering emerging hypotheses for defending against social 
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engineering.  This was possible by providing a less prescriptive method than other closely 

related traditional qualitative analyses such as grounded theory or phenomenology.  To 

this end, Thomas puts forth that “the general inductive approach provides an easily used 

and systematic set of procedures for analyzing qualitative data that can produce reliable 

and valid findings” (2006, pg 237). 

In the employment of the general inductive analysis approach, Thomas identifies 

three purposes: 

1. To condense extensive and varied raw text data into a brief, summary format; 

2. To establish clear links between the research objectives and the summary 

findings derived from the raw data and to ensure that these links are both 

transparent (able to be demonstrated to others) and defensible (justifiable 

given the objectives of the research; and 

3. To develop a model or theory about the underlying structure or experiences or 

processes that are evident in the text data (2006, pg 238). 

To accomplish these purposes, the general inductive approach makes use of the 

same inductive coding process as other related qualitative approaches.  This process 

consists of five steps which are depicted below in Figure 3.2.  Following this figure then, 

the steps are to: 

1. Conduct an initial survey of the literature. 

2. Identify specific segments of the literature related to the research objectives. 

3. Construct categories of patterned behavior from those segments identified. 

4. Reduce categorical redundancy. 

5. Develop a model that contains the significant categories to the objectives. 
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Figure 3.2 Inductive Analysis Coding Process (Thomas, 2006) 

 

3.5 Research Objectives 

 The next chapter provides a detailed description of the qualitative analysis 

conducted.  In conducting an inductive analysis, Thomas specifies that “the inductive 

approach is a systematic procedure for analyzing qualitative data in which the analysis is 

guided by specific evaluation objectives” (2006).  As such, it is important to explicitly 

state those objectives here.   

The three main objectives of the analysis conducted in Chapter IV are to identify 

segments of the literature that provide unique understanding about the psychological 

underpinnings of social engineering, formally demonstrate a relationship between social 

engineering techniques and the principles of persuasion, and lastly to create a model that 

accurately represents the psychological enablers of social engineering.  If these objectives 

are met, it will provide the foundation for developing testable hypotheses for follow on 

studies that improve our understanding of how to defend against social engineering.   
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IV. ANALYSIS 

 

It is easier to resist at the beginning than at the end. 

–Leonardo Da Vinci   

 

This chapter presents the qualitative analysis that was performed on the 

aforementioned frameworks of social engineering and persuasion that emerged during the 

literature review.  Before this analysis is detailed it is necessary to explicitly state the 

rationale behind this exercise beyond what has been provided so far.  That rationale is 

given by a frame of reference for the analysis, the grounds for inclusion, and the author’s 

thesis. 

 

4.1 Rationale   

 To give context to this analysis a common frame of reference needs to be 

established, and that frame of reference is the phenomenon of compliance.  The 

psychological techniques that most effectively influence one person to acquiesce to 

another are the common threads that run through these two frameworks.  Although 

emerging from different domains, and employed for different objectives, the essential 

outcome shared between them is getting a person to say “yes” to a request.  

 From the vantage of Kevin Mitnick, and that of a social engineer, the objective is 

to nefariously obtain compliance from a targeted victim.  In the same sense, Cialdini’s 

framework on persuasion comes in part from research he did on “compliance 

practitioners”: advertisers, public relations personnel, and fund raising agencies looking 

for that same “yes” response (2006).  An informal observation of these two models 
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reveals that Mitnick’s social engineer would easily qualify as one of Cialdini’s 

“compliance practitioners”. 

 The grounds for including these two specific frameworks in an analysis reside in 

the fact that both are put forth by recognized subject matter experts in their fields of 

practice, are frequently cited, and are considered seminal works within their respective 

domains.  In addition, both are presented as categorical models for understanding human 

behavior that together could provide an avenue for novel information security research.  

Specific to that relationship, it is the author’s thesis is that these two frameworks describe 

the same phenomena, and in that regard they corroborate and extend each other.   

 

4.2 The Coding Process    

 In review from Chapter III, the coding process of the inductive analysis consists 

of five steps which were depicted in Figure 3.2.  Following that figure, but specific to this 

research effort then, the steps of this analysis were to: 

1. Conduct an initial survey of the phenomenon of social engineering through 

the lens of information security and social psychology. 

2. Identify specific segments of the literature related to the objective of 

providing understanding about the psychological underpinnings of social 

engineering. 

3. Construct categories of patterned behavior from those segments identified. 

4. Reduce categorical redundancy. 

5. Develop a framework for developing hypotheses about the novel application 

of social psychology theory to social engineering. 
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As steps 1 and 2 of this process were captured by the efforts documented in the 

literature review, the remaining three steps are the focus of this chapter.  Logically 

following, the next segment will present the categories of patterned behavior put forth by 

Mitnick & Cialdini.  Subsequently, a segment providing detailed descriptions of those 

categories that demonstrates their correlations while reducing categorical redundancy is 

presented.  Lastly, the output of the coding process will be revealed in a new framework 

that contains the most important 3-8 categories as prescribed by Thomas. 

 

4.3 The Categories 

 In the course of reviewing the information security trade literature for information 

on social engineering, one will undoubtedly be led to Kevin Mitnick.  The most sought 

after computer criminal at the time of his arrest in 1995, Mitnick pleaded guilty to four 

counts of wire fraud, two counts of computer fraud and one count of illegally intercepting 

a wire communication (USDoJ, 1999).  According to a U.S. Attorney’s Office press 

release “Mitnick admitted that he broke into a number of computer systems and stole 

proprietary software belonging to Motorola, Novell, Fujitsu Siemens, Sun Microsystems 

and other companies…he admitted using a number of tools to commit his crimes, 

including social engineering…and admitted that he stole E-mails, monitored computer 

systems and impersonated employees of victim companies” (USDoJ, 1999).   

After Mitnick’s computer hacking exploits landed him in incarceration for these 

various computer and fraud related crimes, he served 46 months in federal prison and 

now serves as a security consultant providing his subject matter expertise on social 

engineering.  Aside from his consulting work, Mitnick has published two books that 
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capture his expert knowledge of social engineering, The Art of Deception: Controlling 

the Human Element of Security, and The Art of Intrusion: The Real Stories Behind the 

Exploits of Hackers, Intruders & Deceivers.  In the latter text, Mitnick puts forth a 

framework of psychological insights for understanding the most common tactics of social 

engineers which is summarized in Figure 4.1 below. 

 

Category  Description  

Trappings of Role The tendency to use a few characteristics of others to infer other 

associated role attributes and act on those assumptions 

Credibility An inclination to infer global credibility or trustworthiness based 

upon an anchor event or validating trusted information 

Altercasting People will act in accordance to certain roles and relationships 

that have been established 
Distracting from 

Systematic 

Thinking 
Events that elicit strong affect influence people to use a heuristic 

rather than systematic information processing mode 

Momentum of 

Compliance 
A tendency to act in accordance to previous behaviors and 

commitments made 
The Desire to Help The social inclination of humans to act in helpful ways 

Attribution The tendency to explain others’ behavior based upon a single 

observation or piece of information 

Liking 
The tendency to like others based upon shared characteristics, the 

use of flattery, or physical attractiveness and granting requests 

accordingly 

Fear 
Events that elicit a fear response influence people to use heuristic 

information processing and is a strong behavioral motivator 

Reactance 
The psychological reaction of desire in response to the loss 

freedoms, property, or in the case of scarce resources 

 

Figure 4.1 Mitnick’s Psychological Insights of Social Engineering (2005) 

 

 Particular attributes to note in this figure are the inclusion of ten categories that 

aim to capture the psychological underpinnings of social engineering in the left column 

and their associated descriptions to the right.  Describing this framework in the book, 
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social psychologist Brad Sagarin is quoted as saying “There’s nothing magic about social 

engineering.  The social engineer employs the same persuasive techniques the rest of us 

use every day.  We take on roles.  We try to build credibility.  We call in reciprocal 

obligations.  But unlike most of us, the social engineer applies these techniques in a 

manipulative, deceptive, highly unethical manner, often to devastating effect” (2005, pg 

232). 

Alluding to a similar idea, noted social psychologist and best-selling author 

Robert Cialdini postulates that “although there are thousands of different tactics that 

compliance practitioners employ…the majority fall within six basic categories.  Each of 

these categories is governed by a fundamental psychological principle that directs human 

behavior and, in so doing, gives the tactics their power” (2006, xii).  These principles that 

rely on the aforementioned peripheral route of persuasion and cognitive biases include: 

Authority, Commitment & Consistency, Liking, Reciprocation, Scarcity & Social Proof, 

and are summarized in Figure 4.2 below.   

 

Category  Description  

Authority  A strong psychological bias for being responsive to assertions of 

authority 
Commitment & 

Consistency  
Personal and interpersonal pressure to behave in a manner 

consistent with previous commitments or behaviors  

Liking  An inclination to help others according to familiarity, likeability 

or those that share similar social characteristics  

Reciprocation A tendency to feel an obligation to repay in kind, gifts or acts of 

kindness  

Scarcity  The tendency to be responsive toward indications that objects or 

opportunities are in short supply 

Social Proof A tendency to view behavior in social situations as acceptable to 

the degree that others behave in the same manner 
 

  Figure 4.2 Cialdini’s Principles of Persuasion (2006) 
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Cialdini goes on to state in his work; Influence: The Psychology of Persuasion 

that “each principle is examined as to its ability to produce a distinct kind of automatic, 

mindless compliance from people, that is, a willingness to say yes without thinking first 

(2006, xiv).  At a first glance one can see the casual similarities between the two 

frameworks, even to the extent that the two share a categorical descriptor: Liking.  There 

are some differences that include Cialdini’s framework being based upon data sets 

composed of observations, interviews, and case studies whereas Mitnick’s framework is 

based upon personal accounts, testimonials, and subject matter expert interviews.  In this 

way, the author believes these two extend rather than complicate each other.  To show 

this, a more in depth description of these categories, their relationships, and a reduction 

of their redundancies will follow as prescribed by the general inductive approach. 

 

4.4 A Closer Look 

By reviewing Figures 4.1 and 4.2, one can see that Mitnick’s framework contains 

ten categories, and Cialdini’s contains six.  Together these frameworks contain sixteen 

categories that contain a degree of overlap.  Following Thomas’s coding process from 

Figure 3.2; the next step in the coding process is to reduce those elements to achieve 3-8 

significant categories for modeling the underlying psychological enablers of social 

engineering.  

To simplify the task of reducing categorical redundancy it was useful to employ a 

lens comparison technique.  In this technique, one subject of interest is used as a 

reference point (or lens) for analyzing another.  Specific to this analysis, Cialdini’s 
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framework contains a smaller number of categories and thus was used as the lens for 

viewing the categories in Mitnick’s framework.   

The first of Cialdini’s six principles states that people tend to have a strong bias 

for being responsive to assertions of authority.  As established earlier with Milgram and 

Bickman’s experiments, several studies have demonstrated an extreme willingness of 

adults to comply with the command of an authority, even if that authority figure is not 

physically present.  Looking back to Mitnick’s framework, this principle of authority 

seems to be captured as one subset under the broader category of Trappings of Role. 

A trapping of role occurs when a social engineer exhibits a few characteristics of 

the role they are trying to impersonate in an attempt to get their victims to infer other 

related characteristics.  Common characteristics displayed include style of dress, using 

industry jargon, name dropping, and include the impersonation of authority figures such 

as company heads.  Psychological literature has demonstrated that people often use a few 

characteristics as anchors about which other associated character traits are assumed.  Put 

another way, this is our strong propensity for using stereotypes.  After analyzing these 

two categorical descriptors in this context, one can see that the authority principle is a 

subset of trappings of role and can be reduced down to one category for a new model.  

Thus, Authority & Trappings of Role = Trappings of Role. 

The second of Cialdini’s principals states that society places value on consistency 

of behavior and commitment to prior statements made.  Once a person acts according to 

certain rules or makes a promise, they will encounter personal and societal pressures to 

behave consistently with those commitments.  This happens because falling outside of 

these social norms would deem a person untrustworthy and undesirable.   
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Social engineers take advantage of this phenomenon by receiving a promise of 

help for several small favors and then going on to make larger requests for privileged 

information that would not be granted independently of the initial commitment.  This is 

the technique Mitnick termed “momentum of compliance”.  Therefore, the technique of 

momentum of compliance can be understood as a subset of the psychological construct of 

commitment and consistency and reduces the redundancy of these categories.  For the 

development of a new model then, Commitment & Consistency, & Momentum of 

Compliance = Commitment & Consistency. 

Liking and similarity is the third principle of influence put forth by Cialdini.  This 

principle states that we have a bias toward granting privilege to individuals that we are 

similar to or like.  It is a human tendency to like characteristics resembling our own such 

as style of dress, occupation, social status, or personal interests and provides the social 

engineer with an access point for compliance.   

By exploiting influences on liking such as similarity, using compliments, 

association effects, appealing to ego, and constant contact, the social engineer provides a 

strong incentive for their target to adopt a mental shortcut for perceiving him or her more 

favorably and thus dealing with their requests.  Even a shallow analysis shows that 

Cialdini’s principle of liking and Mitnick’s liking category overlap by describing the 

same phenomenon.  Accordingly, Liking & Liking = Liking for the new model. 

Reciprocation, the fourth principle of influence asserts that people feel a strong 

obligation to repay other gestures of kindness with favors, even if that favor is 

significantly costlier that the original gesture.  This well recognized social norm is often 

utilized by the social engineer who offers small favors or gifts before requesting targeted 
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information.  In addition to gift giving, the reciprocation rule can be evoked by reciprocal 

concession in which a social engineer creates the perception that a concession has been 

made.  In this “rejection then retreat” trick an attacker makes an initial egregious request 

and then accepts rejection of the initial request for a lesser but still targeted concession. 

Although Mitnick describes paying compliments as part of his liking category, it 

doesn’t capture the construct that Cialdini is describing here.  As such, there is no analog 

to reciprocation in the Mitnick categories and we will keep Cialdini’s Reciprocation as a 

unique category in the formation of a new model.  

Cialdini’s scarcity principle states that individuals are very responsive toward 

indications that objects or opportunities are in short supply or only available for a short 

time.  In this cognitive bias, people tend to place an inordinate amount of value on the 

item or opportunity perceived to be scarce.  In addition, renowned psychologist Jack 

Brehm’s seminal theory of psychological reactance shows that this desire increases when 

the perception that others are competing for an item of short supply.  Mitnick states that 

social engineers take advantage of this phenomenon by cultivating scenarios of short time 

supply or the loss of data to influence targets people into making decision based upon 

heuristic thinking rather than critical thinking.   

Upon closer inspection, one can see that Cialdini’s scarcity principle and 

Mitnick’s reactance both operate by evoking heuristic information processing by using a 

fear response.  In addition, Mitnick describes this overarching construct of influencing 

victims away from systematic information processing to one of heuristic processing as 

“Distraction from Systematic Thought”.  Therefore, in the sake of reducing this 
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redundancy for a new model Scarcity & Reactance = Distraction from Systematic 

Thought. 

The last of Cialdini’s principles states that people tend to view behavior in a given 

social situation as acceptable to the degree that others behave in the same manner.  This 

principle termed social proof is a mental shortcut in which people determine appropriate 

behavior for any social setting based upon the behavior of others in their vicinity.  

Several well known anecdotes that evidence this phenomenon include the Jonestown 

mass suicide, as well as the highly publicized Kitty Genovese murder in which social 

proof was at play through dispersion of responsibility.  Social engineers often prey on 

this social proof heuristic to prompt targets into taking actions against their own self 

interests.  As was the case with the principle of reciprocation, there does not seem to be 

any analogous categories in Mitnick’s framework.  Thus Cialdini provides a unique 

descriptor in Social Proof and is added to the new model. 

To this point all of Cialdini’s principals have been captured leaving a few more 

categories from Mitnick that seem to provide unique insights of their own.  Two of these 

categories include credibility and attribution.  Mitnick describes the credibility tactic as a 

set of techniques used build the credibility of the engineer in the mind of the victim, and 

is the first step in most attacks.  The techniques include using communication consistent 

with persons of trust such as an IT specialist encouraging a user to never disclose a 

password, predicting a network outage then causing that outage, or helping to fix such a 

caused problem. 

Similarly, this framework contains the construct of attribution.  Mitnick states that 

“Attribution refers to the way people explain their own behavior and that of others.  A 
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goal of the social engineer is to have the target attribute certain characteristics to him or 

her, such as expertise, trustworthiness, or credibility” (2005, pg 236).  For example, to 

evoke the global characteristic of trust, an engineer might act as if they are trying to find 

the rightful owner of money that was never lost.  By inspecting Mitnick’s own 

description of attribution, it can be noted that credibility is contained in the description.  

Therefore, credibility can be captured under attribution and Credibility & Attribution = 

Attribution for the new model. 

The last two unexplored categories of the Mitnick framework are the desire to 

help and altercasting.  The desire to help describes the well known attribute of humans as 

social beings and having an inclination to be supportive.  Helping others has been shown 

to provide the helper with a feeling of empowerment, positive affect, and can make them 

feel good about themselves.  By providing an outlet for people to be helpful, an engineer 

can take advantage of this inclination. 

Much in the same way, altercasting describes a tactic wherein the social engineer 

persuades the victim to adopt a role beneficial to the engineer.  Mitnick states that “In its 

most common form, the social engineer puts his or her target into the role of 

helper…people are likely to accept roles that are positive and that make them feel good” 

(2005, pg 234).   By operating under the assumption of a person in need, the social 

engineer is evoking the desire to help as well as altercasting.  As this is the common 

operator by which altercasting is employed in social engineering, the two categories can 

be collapsed into one such that The Desire to Help & Altercasting = Altercasting for a 

new model. 
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4.5 A New Model 

Now that the tasks of formalizing a relationship between these frameworks and 

reducing categorical redundancy have been accomplished, last step in the coding process 

is to construct a new model for developing testable hypotheses about the novel 

application of social psychology theory to social engineering.  By taking the outputs of 

the previous segment and using those as inputs for a new framework, we arrive at the 

model which is depicted in Figure 4.3.  Note that the previous sixteen categories provided 

by Mitnick and Cialdini have been correlated and reduced into an eight component model 

that provides a more accurate platform for applying social psychology constructs to social 

engineering. 
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Category 
Previous 

Categories 
Description 

Trappings of 

Role  
Authority & 

Trappings of Role  

The tendency to use a few characteristics of others 

to infer other associated role attributes and act on 

those assumptions 

Commitment 

and 

Consistency  

Momentum of 

Compliance & 

Commitment and 

Consistency 

Personal and interpersonal pressure to behave in a 

manner consistent with previous commitments or 

behaviors  

Liking  Liking & Liking  
An inclination to help others according to 

familiarity, likeability or those that share similar 

social characteristics  

Reciprocation Reciprocation  
A tendency to feel an obligation to repay in kind, 

gifts or acts of kindness  

Distracting 

from 

Systematic 

Thought  

Scarcity, 

Reactance & 

Distracting from 

Systematic 

Thought  

Events that elicit strong affect influence people to 

use a heuristic rather than systematic information 

processing mode 

Social Proof Social Proof 
A tendency to view behavior in social situations as 

acceptable to the degree that others behave in the 

same manner 

Attribution 
Credibility & 

Attribution 

The tendency to explain others behavior based 

upon a single observation or piece of information 

Altercasting 
Desire to Help & 

Altercasting 

People will act in accordance to certain roles and 

relationships that have been established 

 

Figure 4.3 Psychological Enablers of Social Engineering 

 

  Looking back, the three main objectives of this analysis were to; identify 

segments of the literature that provide unique understanding about the psychological 

underpinnings of social engineering and present categories of patterned behavior from 

those segments, formally demonstrate a relationship between social engineering 

techniques and the principles of persuasion, and lastly to create a model that accurately 

represents the psychological enablers of social engineering.  As those objectives were 

met, it provides the way forward for hypothesis development.  In the next Chapter, a set 
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of theories developed by social psychologists for building resistance to persuasive 

attempts are presented as they can now be theoretically extended to the threat of social 

engineering. 
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V.  DISCUSSION 

 

Some people think technology has the answers 

–Kevin Mitnick 

 

Now that a formal relationship has been demonstrated between the enablers of 

social engineering and the principles of persuasion as defined by social psychology, some 

substantiated inferences between them can be made.  Specifically, theories from social 

psychology pertaining to the resistance of persuasion can now be justifiably generalized 

for the application of defending against social engineering.  In this chapter, four such 

validated theories will be presented as potential mitigations to this threat.  But before 

detailing those theories it is prudent to reiterate why these novel approaches are needed.  

To demonstrate this, two segments are presented that address why the common 

mitigation approaches of technology patches and policy changes have continued to be 

inadequate solutions to the problem. 

 

5.1 The Inadequate Technological Solution Set  

While the majorities in the commercial and government sectors agree that human-

based threats to information security are a growing problem, there are many security 

consultants, in addition to an entire cottage industry that continue to push technology-

based solutions.  This is evidenced by the countless technological security mechanisms 

that have been created and implemented including; firewalls, filters, password control 

mechanisms, intrusion detection, anti-virus software, anti-spyware, and the like.   

Demonstrated monetarily, it has been estimated that the commercial email security 



 

48 
 

market alone has grown from $3.3 billion in 2007, to $16.5 billion in 2010 in an effort to 

combat the rise in spam, viruses and other email threats (Crain, 2010).   

Despite the rise of technological stop-gaps such as these, the continued 

demonstrations of vulnerability by military organizations dictate that a new approach is 

needed.  Short term patches to constantly evolving technologies quickly become obsolete.  

Referring to these technology-based social engineering mitigations, Pipkin emphasizes 

“Technical solutions solve technical problems.  People problems require personal 

solutions” (2000, p. 78).    To address this problem from a long term perspective then, a 

human-centric solution set is needed.   

 

5.2 The Policy Approach 

From a defense sector perspective, the current position for defending Department 

of Defense (DoD) information against social engineering attacks seems to be a never 

ending cycle of information restriction policies reactionary in nature to the security 

incidents of recent history.  This is evidenced by the recent DoD wide policies 

prohibiting the use of removable media on network computers following the 2008 

USCENTCOM breach, and the banning of write privileges on all classified systems after 

the WikiLeaks incident.   

These policies have since had the unintended consequence of restricting 

information sharing efficiencies (Nakashima, 2010).  As AFDD 2-5 Information 

Operations states that “decision superiority is about improving our capability to observe, 

orient, decide, and act (OODA loop) faster and more effectively than the adversary” 

(2005, vii), these policies seem to be in conflict with stated operational goals.  If the Air 



 

49 
 

Force wants to bolster information security without stifling the flow of information, a 

proactive human-centered approach is required. 

This study has already demonstrated that a substantial body of research as well as 

the efforts of compliance practitioners such as advertisers, marketers, and social 

engineers has been devoted to understanding how to make individuals receptive to 

persuasive attempts.  Even though this information provides a great deal of insight to the 

issue at hand, it is the converse of this that is needed to address the guiding research 

question.  That is, what information exists that is devoted to understanding how to make 

individuals resistant to attempts at persuasion?   

Although the majority of work in social psychology on persuasion has been 

dedicated to the former task, there are some clear lines of research devoted to the latter.  

Specifically, the psychological theories of inoculation, forewarning, metacognition, and 

dispelling the illusion of invulnerability address the resistance of persuasion and can be 

theoretically applied to the issue of social engineering now that a formal link is in place. 

 

 

5.3 Inoculation  

 The first of these four theories to emerge from the literature in 1961 is McGuire’s 

theory of Inoculation.  Just as Stanley Milgram’s work was a response to observations of 

compliance in WWII, William McGuire’s work on inducing resistance to persuasion was 

a response to events observed in the Korean War.  During the conflict, several American 

prisoners of war had apparently succumbed to the influence of their enemies when they 

renounced the U.S. effort and opted to remain in with their captors.  “Congressional 

hearings following the war raised alarm about the seeming effectiveness of North Korean 
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“brainwashing” techniques.  How might such brainwashing be prevented?  This question 

was the catalyst for McGuire’s interest in ways to instill resistance to propaganda and 

other forms of influence” (Pfau & Szabo, 2003, pg 266).   

 To answer this question, McGuire derived a theory based upon an analogy to the 

practice of inoculation against biological disease.  In such a medical inoculation, a person 

is exposed to a weakened form of a virus, weak enough that the body can fight it off, but 

strong enough to produce a significant response from the immune system.  That response 

includes the production of antibodies which can fight off a stronger infection later.  Much 

in the same way, McGuire’s theory of cognitive inoculation states that resistance to 

persuasive messages can be obtained by exposing people to weak arguments that counter 

their beliefs and giving them a chance to refute those arguments.  This in turn creates 

stronger counterarguments and confers resistance to stronger attempts at persuasion later 

on (McGuire, 1961).  

 To test his theory, McGuire conducted a series of experiments, the first of which 

tested inoculation on what McGuire termed “cultural truisms”.  “Cultural truisms are 

beliefs that are so widely shared within the person’s social milieu that he would not have 

heard them attacked” (McGuire, 1964, pg 201).  This was done to obtain an untainted set 

of beliefs that are not argued over often such as “It’s a good idea to brush your teeth”, 

“Mental illness is not contagious”, and “The effects of penicillin have been of great 

benefit to mankind”.  After validating the idea that attitudes and beliefs could be 

strengthened by prior exposure to weakened arguments against cultural truisms, McGuire 

and others extended the theory to more useful belief sets including advertising, politics, 

public health, and the like.   
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 As the theory stands today, two key elements are regarded as necessary for 

successful inoculation; threat and refutational preemption.  The first of these, threat, is an 

indication that specific existing attitudes are vulnerable and may be challenged.   “Thus, 

the threat serves as the motivational trigger in the inoculation model” (Pfau & Szabo, 

2003, pg 267).  On the other hand, refutational preemption is the process of 

demonstrating opposing arguments as well as the evidence and arguments to refute them.  

“Threat motivates the individual to bolster his or her attitudes; refutational preemption 

offers specific content that can be used to protect and defend ones attitudes” (Pfau & 

Szabo, 2003, pg 267).   

 Following this theory then, it is hypothesized that the successful application of 

cognitive inoculation in a training program built to bolster resistance to social 

engineering would require the same threat and refutational preemption elements.  The 

threat element could come in the form of testing personnel about their beliefs of policy 

under different pretexts common to social engineering during regular training, 

compliance testing, or during penetration tests.  Refutational preemption could then be 

provided by demonstrating counterarguments and anecdotal evidence in support of that 

policy to personnel.  In addition, McGuire & Papageorgis state that “the refutational 

defense is effective in producing resistance to subsequent attacks even when these attacks 

involve counterarguments other than those refuted in the defense” (1962, pg 25).  In this 

way, it is the author’s belief that applying the tenets of inoculation theory to a social 

engineering training program could provide a robust approach to defending Air Force 

personnel from this threat. 
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5.4 Forewarning 

 In addition to inoculation, McGuire & Papageorgis demonstrated the effectiveness 

of forewarning in developing resistance to persuasion.  “This manipulation involves 

announcing to the person in advance of the defenses that his belief will subsequently be 

exposed to strong attack versus making no such announcement” (1962, pg 26).  They 

theorized that an additional belief-threatening manipulation such as that used in 

inoculation could stimulate persuasive defense. “The notion is that subjects use the period 

following the warning but preceding the message to consider arguments supporting their 

own position and refuting antagonistic positions” (Petty & Cacioppo, 1977, pg 645). 

 In an experiment which tested a forewarned group compared to an unwarned 

group, McGuire & Papageorgis found statistically significant evidence that warning 

subjects that their beliefs would be attacked enhances the effectiveness of refutational 

defenses such as inoculation.  Following this, a series of experiments by Richard Petty 

and John Cacioppo would show evidence that anticipatory counterargumentation does in 

fact mediate the resistance to persuasion conveyed by forewarning (1977).  Interestingly 

though, forewarning in the absence of refutational defense was found to make subjects 

more susceptible to persuasion.  It is theorized that this is due to an anticipatory shift 

toward a moderate position.  The motive in the absence of strong counterargument is one 

of self presentation and dissonance reduction. To this end, Petty & Cacioppo state that “A 

moderate position on the topic is adopted because it is easier to defend and/or gives the 

appearance of open- and broad-mindedness” (1977, pg 646).  “Hence, on occasions when 

we wish a person to maintain his beliefs at a high level but are unable to defend these 

beliefs in advance, it might be unwise to threaten that his beliefs may be attacked.  But 
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when there will be an opportunity to defend the beliefs in advance, then, as has been 

demonstrated, it is wise to forewarn the person of the possibility of attack before the 

defenses are presented” (McGuire & Papageorgis, 1962, pg 32-33).   

As with the case of inoculation, the author believes that the tenets of forewarning 

provide another unique mitigation strategy to the social engineering threat.  As Petty & 

Cacioppo state “When anticipating a discrepant communication…a person forewarned is 

forearmed!” (1977, pg 654).  The application of a forewarning strategy should be 

implemented with discretion though as one could accidentally invoke susceptibility 

instead of a resistance effect.  A social engineering forewarning strategy should be 

employed only in the presence of refutational defense training as the empirical evidence 

suggests. 

 

5.5 Metacognition 

 Metacognition can be defined as the awareness of one’s own thinking and 

cognitive processes, that is, thinking about thoughts.  Two psychologists from The Ohio 

State University, Zakary Tormala & Richard Petty put forth a metacognitive approach for 

understanding resistance to persuasion (Tormala & Petty, 2002).  Within this construct, 

they examined the effects resisting persuasion has on attitude certainty; the extent to 

which a person views his or her attitude as correct.  Specifically, they tested the position 

that when people resist persuasion they become more confident in their initial attitudes.  

This is important because conviction to beliefs has shown to predict future behavior.  To 

this end, Tormala & Petty state that “The primary reason researchers have been interested 

in attitude certainty over the years is that certainty has been shown to have a number of 
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important consequences.  For example, the more certain people are of their attitudes, the 

more these attitudes tend to guide behavior, resist persuasion, and persist over time” 

(2004, pg 428). 

 In a series of experiments, Tormala & Petty demonstrated that when participants 

resisted persuasive attempts, their attitude certainty increased.  Their theory proposes “a 

metacognitive account of this phenomenon, whereby people think about their own 

resistance and draw corresponding (attributional) inferences about their attitudes…when 

people perceive that they have resisted persuasion successfully, they might infer that their 

attitude is correct, or valid, and thus feel more certain about it” (2002, pg 1298).  In 

addition, they found that an increase in attitude certainty makes initially held beliefs more 

resistant to later attacks and more predictive of behavioral intent (2002).   

 Traditionally, the resisting of persuasion has been the end state of previous 

research.  Tormala & Petty’s theory of metacognition shows that resistance can play a 

mediating role to other less obvious effects.  In this way, the role of metacognition as 

applied to the resistance of social engineering could be used to increase attitude certainty 

about information security policies.  As such, the author hypothesizes that if a social 

engineering resistance program incorporated the opportunity to resist a variety of 

persuasive social engineering tactics, attitude certainty about those policies would 

increase.  According to this theory, this would predict behavior in accordance with that 

policy, an increase in resistance to persuasive attempts against those beliefs, and a 

persistence of these attitudes over time. 
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5.6 Illusion of Invulnerability  

A group of psychologists including Brad Sagarin, the aforementioned Robert 

Cialdini, William Rice, and Sherman Serna conducted a series of three experiments that 

set out to examine the efficacy of a treatment designed to encourage resistance to 

illegitimate persuasion; those based upon deceptive techniques.  They theorized that as 

people are naturally resistant to attempts at deception because of evolved tendencies to 

avoid trickery; this natural resistance could be evoked in those that were given rule sets 

for distinguishing between legitimate and illegitimate attempts at persuasion (2002).  To 

test this in an initial experiment, they had subjects try to discriminate between legitimate 

and illegitimate authority-based advertisements after learning rule sets for distinguishing 

between the two.   The results of this study demonstrated that this type of treatment did 

significantly reduce the persuasiveness of illegitimate authority-based appeals and may 

have theoretical applications to illegitimate social engineering attempts. 

In a second study, Sagarin et al. aimed to extend these results by having subjects 

rate the advertisements several days after the treatment was given. This study showed that 

resistance in fact “generalized to novel exemplars, persisted over time, and appeared 

outside of the laboratory context” (pg 526).  These findings are especially relevant to this 

research as they demonstrate that an illegitimate persuasion treatment for social 

engineering appeals may exhibit the same temporal and generalizable effects.   

In addition to these results, there was an unexpected finding in the second study 

that “although participants receiving the treatment rated the ads containing legitimate 

authorities as significantly more persuasive, as compared with controls, they did not resist 

the ads containing illegitimate authorities more effectively than did controls” (pg 533).  
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The researchers theorized that “these results suggest that participants may have agreed 

with the characterization of illegitimacy presented in the treatment but may not have 

acted on it because they were not susceptible to it” (pg 533).  In a subsequent pilot study, 

the researchers went on to confirm that subjects who received the treatment maintained 

perceptions of personal invulnerability and were thus unmotivated to use defenses against 

the advertisements.  This finding provides an explanation as to why current policy and 

awareness training programs have been partially ineffective for defending against social 

engineering attacks. 

Personal invulnerability is a well known psychological phenomenon and includes 

constructs such as the optimism bias and superiority bias wherein people tend to 

overestimate positive outcomes of their own behavior relative to others.  “Such illusions 

of unique invulnerability are widespread, leading at times to harmful or even fatal results.  

In the area of health psychology, the optimistic bias appears as a discrepancy between 

perceptions of others’ susceptibility to a disease and perceptions of one’s own personal 

susceptibility to the illness.  This bias can lead to negative health outcomes, as low levels 

of perceived personal susceptibility are associated with poor compliance with 

preventative health behaviors” (Sagarin et. al, 2002, pg 533).   

Much in the same way, Kevin Mitnick states that “many information technology 

(IT) professionals hold to the misconception that they've made their companies largely 

immune to attack because they've deployed standard security products - firewalls, 

intrusion detection systems, or stronger authentication devices such as time-based tokens 

or biometric smart cards.  Anyone who thinks that security products alone offer true 

security is settling for the illusion of security” (2003, pg 2).  As such, the lessons learned 
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from health psychology about dispelling illusions of invulnerability show great promise 

to the application of resisting persuasion and more specifically to developing social 

engineering training programs. 

In the last of their experiments, Sagarin et al. aimed to dispel this illusion of 

invulnerability by demonstrating to participants that they could be fooled.  To do this 

they had the participants indicate in writing how convincing advertisements were before 

being shown the underlying deception.  “Participants who made a written commitment as 

to their assessment of the ad were faced with the undeniable realization that the ad had 

not merely tried to fool them, it had succeeded.  With their illusions of invulnerability 

dispelled, participants acquired a strong motivation to avoid being fooled again” (pg 

539).  This study showed that to confer strong resistance to persuasion, it is not sufficient 

to just provide awareness that people in general can be deceived, people must learn that 

they are personally vulnerable to the threat. 

The experiments conducted by Sagarin et al. “demonstrate that attempts to confer 

resistance to appeals will likely be successful to the extent that they install 2 conceptual 

features: perceived undue manipulative intent of the source of the appeal and perceived 

personal vulnerability to such manipulation” (Sagarin et al, 2002, pg 526).  These 

findings have a hypothetical impact to the application of training programs built to instill 

resistance to social engineering attempts.  Successful training should incorporate an 

element that moves beyond informing personnel about their vulnerabilities as is 

commonly done with awareness training to that of personally demonstrating that 

vulnerability.  In addition, providing people with rule sets to recognize illegitimate or 
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manipulative attempts at persuasion will empower their natural tendency to resist 

persuasion because of evolved tendencies to avoid deception. 

In addition to these insights, the authors state that “the present treatment was 

tested in the context of authority-based advertisements, but the technique could be 

applied readily to other persuasive techniques.  For example, many advertisements use 

scarcity in an effort to increase the desirability of the product.  Such scarcity-based 

appeals could be distinguished between those that use scarcity legitimately and those that 

use it illegitimately” (2002, pg 539).  This implies that the use of perceived manipulation 

and personal vulnerability could also be theoretically applied across the model of social 

engineering presented in Chapter IV. 
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VI. CONCLUSION 

 

―The state produced in the laboratory may be likened to a light doze 

compared to the profound slumber induced by the prepotent authority 

system of a national government‖ 

–Stanley Milgram 

 

 

The mission of the Unites States Air Force is to fly, fight, and win… in air, space, 

and cyberspace.  To achieve that mission, the Air Force has a vision based on three core 

competencies, one of which is developing Airmen.  Through an exploration of the issues 

and concepts provided by this research, it is clear that addressing the human factor in 

information security will no doubt be a crucial enabler to the success of the Air Force’s 

distinctive capabilities, especially that of information superiority.   

   

6.1 Impact on the Air Force 

The driving force behind this study was a research question developed with an 

impact on the Air Force directly in mind.  That is, how can the Air Force protect its 

personnel from the increasing information security threat of social engineering?  This 

research has shown that the answer lies in a paradigm shift away from the current 

practice of reactionary hardware, software, and policy patches toward that of proactively 

addressing the wetware.  Or said another way consistent with one of the Air Force core 

competencies; Developing Airmen. 
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In addressing this initial research question, several other investigative questions 

were answered by formally demonstrating a relationship between the deceptive 

techniques of social engineering and a body of research on persuasion.  By establishing 

this link, novel insights on how people can be protected from techniques of social 

engineering emerged.  If these insights can be thoroughly tested and implemented into 

Air Force training programs successfully, the impact would be commensurate with 

avoiding the consequences of recent human-mediated incidents such as the CENTCOM 

breach, the Stuxnet worm, and the WikiLeaks case.  In the meantime, this research 

impacts the Air Force by clearly demonstrating the threat of social engineering and the 

value of human-centric information security. 

 
 

6.2 Limitations of this Work 

 Due to the time and resource constraints placed on academic endeavors such as 

this work, there are certain limitations to its extensibility.  The current research is 

primarily an intellectual exercise based upon an in depth exploration of the literature and 

a qualitative analysis that establishes formal relationships for hypothesis building.  

Although a new framework and several hypotheses are put forth in this research, the 

opportunity to collect quantitative data in an effort to test those hypotheses in an 

experimental setting remains an aspiration for the future.  As such, the real world 

application of this research remains theoretical in nature. 
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6.3 Areas for Future Study 

 As previously stated, one of the intended objectives of this effort was to build a 

foundation upon which further laboratory-based experimental research could be 

conducted.  During the course of this research, four methods that have been shown to 

develop resistance to persuasion have been discussed; inoculation, forewarning, 

metacognition, and the illusion of invulnerability.  Individually, they are presented as 

unique approaches to mitigating the threat of social engineering. Together, they could 

form the basis of novel training programs aimed at protecting the human element of 

information security.  To validate these hypotheses in an experimental setting, a 

researcher could take a baseline measure of a population’s receptiveness to persuasive 

social engineering attempts, and compare that measure to samples taken after one or more 

of these four resistance treatments are given.  Quantifying those treatment effects would 

give new insights into how to employ novel resistance training programs. 

Beyond these hypotheses, new research questions surfaced based upon the 

insights of the analysis and include; how do these four different resistance treatments 

correlate with the eight psychological enablers of social engineering identified in the 

analysis?  What are the optimal combinations of these resistance treatments for specific 

population subsets?  What are the optimal training lengths and delivery methods for 

targeting certain types of social engineering attacks?  If a treatment that successfully 

bolsters resistance to persuasion such as those mentioned above is given to personnel, 

what would be the duration effects of that treatment?  Based on that information then, 

what is the optimal training interval for such resistance treatments?  Given the rapidly 
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evolving cyber landscape, how do different technologies or information delivery devices 

mediate these constructs of persuasion, influence, trust, and the like? 

In summary, there are many unexplored research vectors in human-centric 

information security that deserve consideration and could provide potential benefit to the 

Air Force as well as any other enterprise that depends upon information to accomplish 

their mission.   

 

6.4 Closing Thought 

 The Air Force’s most valuable asset has always been and will always be its 

people.  Research into the development of the human factor holds the key to protecting 

that asset as well as the second most valuable asset of the Air Force; its information.  As 

the U.S. Deputy Secretary of Defense stated in response to one of the recent Air Force 

information security incidents; “it serves as an important wake-up call” (2010).  We’ll see 

who listens.
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